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What is your plan to keep things running?
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HealthCare.gov launch - 2013

A total of six users completed and submitted their applications 
and selected a health insurance plan on the first day

Performance: System was slow and unresponsive
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Twitter: The early days

Reliability: Could not handle the traffic levels
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United States FAA ground stop - January 2023

More than 9,500 U.S. flights were delayed

An engineer replaced one file with another

…led to a "cascading" series of IT failures 
culminating in this morning's disruption

Operational excellence: Operator error; 
untested changes 
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AWS Well-Architected Framework: Best practices across 
six pillars

ReliabilityOperational 
excellence

Cost 
optimization

Security Performance 
efficiency Sustainability

https://aws.com/well-architected
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Best practices help you build reliable applications
Performance best practice (PERF BP): 
• Load test your workload
• Use the available elasticity of resources
• Understand the areas where performance is most critical

Reliability best practice (REL BP): 
• Obtain resources upon detection that more resources are needed
• Use automation when obtaining or scaling resources

Operations best practice (OPS BP):
• Test and validate changes
• Use multiple environments
• Make frequent, small, reversible changes
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Resilience in the cloud
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Resilience in AWS Well-Architected Framework

ReliabilityOperational 
excellence
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Reliability pillar: Definitions

Reliability

Reliable
Application performs its intended function correctly and 
consistently when it’s expected to

Resilient
Application resists failures, or recovers from them 
quickly

https://bit.ly/reliability-pillar
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“We needed to build 
systems that embrace 
failure as a natural 
occurrence.”

Dr. Werner Vogels
VP and CTO, Amazon.com



RESILIENCE BEST PRACTICES: WELL-ARCHITECTED APPLICATIONS ON AWS

© 2024, Amazon Web Services, Inc. or its affiliates.© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved. 

Failure can be one computer
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Failure can be multiple data centers

/u/castillar on Reddit
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Cloud providers: Many data centers all over the world

Physical infrastructure in data centers

Servers Hard drives Network
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Cloud is an abstraction on top of physical infrastructure

Physical infrastructure in data centers

Servers Hard drives Network
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AWS Global Network Infrastructure
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AWS runs the infrastructure and the services on it

Physical infrastructure in data centers

Servers Hard drives Network
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Shared responsibility for resilience

CONTINUOUS TESTING

WORKLOAD ARCHITECTURE

QUOTAS AND CONSTRAINTS

CUSTOMER

RESPONSIBILITY FOR 
RESILIENCE ‘IN’ THE 

CLOUD
CHANGE MANAGEMENT FAILURE MANAGEMENT

HARDWARE AND SERVICES

COMPUTE NETWORKINGDATABASESTORAGE

AWS GLOBAL INFRASTRUCTURE

REGIONS AVAILABILITY ZONES EDGE LOCATIONS

AWS

RESPONSIBILITY FOR 
RESILIENCE ‘OF’ THE 

CLOUD
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You need both pieces

• You can make it more resilient by putting it on the cloud

• You must also build it using the best practices and tools

Just put it on 
AWS and I am 

done
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AWS Regions and Availability Zones (AZs)
A W S  R E G I O N S  A R E  P H Y S I C A L  L O C A T I O N S  A R O U N D  T H E  W O R L D  W H E R E  W E  C L U S T E R  D A T A  C E N T E R S

32 AWS Regions worldwide

AWS Regions

Announced Regions

Data center Data center

Data center

Each AZ includes one or 
more discrete data centers

Data centers, each with 
redundant power, networking, 

and connectivity, 
housed in separate facilities

Each AWS Region has multiple AZs

Transit

Transit

AZ

AZ

AZ

A Region is a physical 
location in the world
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Mental model for resilience
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Continuous improvement 
Moving beyond pre-deployment testing towards CI/CD, 

observability, and chaos engineering patterns

High availability (HA) 
Resistance to common failures through 
design and operational mechanisms at a 

primary site

Disaster recovery
Returning to normal operations within specific 

targets at a recovery site for failures that 
cannot be handled by HA
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High availability
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Multi-AZ for high availability (HA)

Availability Zone A Availability Zone B Availability Zone C

NAT gateway NAT gateway NAT gateway

Instance Instance Instance
Auto Scaling 

group

Virtual Private Cloud (VPC)

Amazon Relational 
Database Service 

(Amazon RDS)  (primary)

Amazon RDS  
(standby)

Amazon Simple 
Storage Service (S3)

Amazon 
DynamoDB

Amazon RDS 
read replica

Elastic Load 
Balancing

Reliability best practice (REL BP): 
Automate healing on all layers
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Elastic Load Balancing and auto-recovery

Availability Zone A Availability Zone B Availability Zone C

NAT gateway NAT gateway NAT gateway

Instance Instance Instance
Auto Scaling 

group

VPC

Auto Scaling

Elastic Load 
Balancing

REL BPs:
• Monitor all components for the workload
• Automate responses -- Real-time processing
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AWS Auto Scaling and auto-recovery

AWS Auto Scaling

REL BPs:
• Obtain resources upon detection of impairment

• Use automation when obtaining or scaling resources

• Make services stateless where possible
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Amazon RDS and auto-recovery

Availability Zone A Availability Zone B Availability Zone C

Amazon RDS  
(primary)

Amazon RDS  
(standby)

Amazon RDS 
read replica

Amazon RDS

REL BPs:

• Deploy the workload to multiple 
locations

• Fail over to healthy resources

Promote 
to primary

Amazon RDS  
(primary)
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AWS responsibility / customer responsibility

CUSTOMER

RESPONSIBILITY FOR 
RESILIENCE ‘IN’ THE 

CLOUD

AWS

RESPONSIBILITY FOR 
RESILIENCE ‘OF’ THE 

CLOUD

EC2
Local disk (instance store)

• Backup

• Physical hardware, software, networking, 
and facilities

BPs:

• Identify and back up all data that 
needs to be backed up

• Perform data backup 
automatically

• Backup

• Physical hardware, software, 
networking, and facilities

• Scaling
• Multi-zone replication
• Security config and updates
• Patching
• Operating system config and 

maintenance

Amazon S3
Serverless object storage
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Disaster recovery
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Disaster events
Natural disaster Human actionsTechnical failure
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Strategy: Warm standby

Application
server

Application
server

Frontend 
server

Availability Zone

Frontend 
server

Region

Availability Zone

Application
server

Amazon VPC

AWS Cloud

Frontend 
server

Availability Zone

Application
server

Frontend 
serverAuto Scaling group

Auto Scaling group

Shared cluster 
data volume

Region

Aurora replica

Asynchronous cross-Region replication

(Aurora global database)

M
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im
al
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nn
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ELB

Availability Zone

Auto Scaling group

Auto Scaling group

Route 53

Active

Amazon VPC

ELB

Write forwarding
to Aurora primary

Aurora cluster 
snapshot

Aurora replica
Aurora 

primary
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Failover: Warm standby

Aurora replica
Aurora 

primary

Application
server

Application
server

Frontend 
server

Availability Zone

Frontend 
server

Region

Availability Zone

Application
server

Amazon VPC

AWS Cloud

Frontend 
server

Availability Zone

Application
server

Frontend 
serverAuto Scaling group

Auto Scaling group

Shared cluster 
data volume

Region

Asynchronous cross-Region replication

(Aurora global database)

M
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s 
ru
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ELB

Availability Zone

Auto Scaling group

Auto Scaling group

Route 53

Inactive Active

Amazon VPC

Write forwarding
to Aurora primary

Aurora 
replica

Aurora 
primary

ELB

Performance best practice (PERF BP):
• Define recovery objectives for downtime and data loss
• Use defined recovery strategies to meet the recovery 

objectives
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Serverless

Active

Primary Region Recovery Region

AWS Cloud

DynamoDB global tables

Lambda

DynamoDB

API Gateway

Route 53

Lambda

DynamoDB

API Gateway

…

…
…

DynamoDB 
continuous backup

PERF BP:
• Aware of service quotas and constraints
• Manage service quotas across accounts and regions
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Backup and 
restore

RPO / RTO:
Hours

Lower priority use cases
Cost $

Pilot light

RPO / RTO:
10s of minutes

Data live
Services idle

Cost: $$

Warm 
standby 

RPO / RTO:
Minutes

Data live
Always running, but smaller

Cost $$$

Multi-site 
active/active

RPO / RTO:
Real-time

Near zero downtime
Near zero data loss

Cost $$$ - $$$$

Active/passive

Strategies for disaster recovery 
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Continuous improvement
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AWS monitoring and automation

Amazon EventBridge

AWS Health

Amazon CloudWatch Alarm

{
  "source": ["aws.health"],
  "detail-type": ["AWS Health Event"],
  "detail": {
    "service": ["S3"],
    "eventTypeCategory": ["issue"],
    "eventTypeCode": ["AWS_S3_INCREASED_GET_API_ERROR_RATES", "AWS_S3_INCREASED_PUT_API_ERROR_RATES"]
  }
}

Lambda

SNS Topic

SQS Queue

SSM Automation

SSM OpsItem

AWS Step Functions

… and more

Developers/
operators

Automation

REL BPs:

• Send notifications – alarming

• Automate responses
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Steady state: Assessing reliability in real-time

• Your app is steady state if it is operating reliably and as expected

• Not necessarily no impact – impact is within acceptable limits

REL BPs:

• Define and calculate metrics

• Send notifications - alarming
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Chaos engineering: Failure injection at Prime Video

Packet Loss Dependency
Port Blackhole

CPU Hog
Memory Hog

Latency Injection
Exception Injection

Packet Loss Hostclass Dependency
Reboot Host

Bad Dependency
Latent Hostclass

Log Scan
Disk Hog

Large File Injection
IOPS Hog

Read Only File System
Database Exhaustion

Slow Consumer
Stop and Go

VIP Move
Kernel Panic

Entropy Drain
Database Load

REL BPs:

• Test resiliency using chaos 
engineering
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Deployment

Development Mid stage(s) Production

Speed is critical Quality is critical

Box Fleet

Box Fleet

Box Fleet

R1

R2

R3

Mainline

Small changes

Fully automated 
deployment

Pessimistic 
rules and tests

REL BPs:

• Deploy Changes with Automation

• Integrate testing as part of deployment
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Well-Architected Framework is a set of best practices

Best practices

Labs

AWS Well-Architected Tool

Whitepapers

Blogs and presentations
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Next steps?

• Come see us at the ”Ask the Expert” booth.

• Connect with your AWS Account Team.

• Don’t forget to take the session survey!

Additional Resources:

Whitepaper: Reliability Pillar: AWS Well-Architected 
Framework bit.ly/reliability-pillar

AWS Well-Architected tool
docs.aws.amazon.com/wellarchitected

https://bit.ly/reliability-pillar
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Thank you!
Alex Markley
awsalex@amazon.com

Alex Markley
awsalex@amazon.com

Vishal Lakhotia
lakhov@amazon.com

Please take the session 
survey: 

Track: Application modernization, 
security, and governance

Session: Resilience best practices: 
Well-architected applications on AWS 


